
Means of Productivity – On the statistical modelling of the restrictedness of lexico-
grammatical patterns 

Since the seminal work on the productivity of morphological patterns carried out by R. Harald 
Baayen (Baayen & Lieber 1991; Baayen 1992), quantitative measures of productivity have become 
an important field of study in corpus linguistics, expanding to research on syntactic productivity in 
recent years (cf. amongst others Barðdal 2008, Zeldes 2012). However, there are still numerous 
problems and open questions: the almost complete lack of significance tests for differences in 
productivity, the sample-size dependence of many popular measures; their vulnerability to non-
randomness in corpus data; and the difficulty of a meaningful linguistic interpretation of the 
measures (cf. Evert 2017; Evert et al. 2017).  Even sophisticated statistical LNRE models (Baayen 
2001; Evert & Baroni 2007) are highly sensitive to non-randomness (Baroni & Evert 2007) and 
cannot be estimated reliable from small samples (Evert & Pipa 2010).  

In this paper we explore the applicability of quantitative productivity measures to the particularly 
challenging case of lexico-grammatical patterns, which are characterized by small sample sizes and 
complex type-token distributions (e.g. due to semantic restrictions and to their overlap with fully 
lexicalized multiword expressions). We propose a new state-of-the-art methodology integrating 
several recent proposals – notably ECHO-corrected LNRE models (Baroni & Evert 2007), 
standardized productivity measures (Kubát & Milička 2013), permutation tests (Säily 2011), as 
well as a combination of cross-validation and bootstrapping approaches (Evert et al. 2017) – and 
use LNRE-based simulation experiments to assess and improve the interpretability of productivity 
measures.  

In order to illustrate our approach, we will conduct a case study on the use of so called “shell 
nouns” (Schmid 2000) as subject of copula clauses involving the linking verb be and a that-clause 
functioning as subject complement (e.g. the noun fact in (i) But the fact is that the very lack of 
evidence seems to fan the flames of suspicion [BNC, CB8: 298]). Based on data extracted from the 
British National Corpus, we will show that the application of productivity measures to lexico-
grammatical patterns can be substantially improved by introducing a layer of semantic description 
(which, in our case, is provided by the classification of shell noun uses established by Schmid 
(2000:92-291)). Our case study will be completed by a number of functional considerations on the 
several degrees of restrictedness pertaining to the semantically differentiated lexico-grammatical 
patterns under investigation and their variation across different genres. 
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