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Abstract
Corpus-linguistic studies of social media discourses are essential for understanding how socio-political positions are negotiated in the
semi-public sphere, how opinions can be manipulated by targeted campaigns, and how disinformation is spread in order to destabilise
democracies world-wide. However, systematic large-scale studies in particular face a range of technical and methodological challenges,
including data availability, automatic linguistic annotation of non-standard language, the limitations of corpus queries, and the lack of
a true integration of quantitative and qualitative approaches. In this contribution, I discuss these challenges in detail and suggest some
urgently needed innovations for social media corpus research (as well as corpus-assisted discourse studies in general).
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1.

Corpus-assisted discourse studies or CADS (Fairclough,
2013; Baker et al., 2008; Mautner, 2009) offer an important
window into how socio-political positions are negotiated in
our society, especially in the interaction between decision-
makers and the general public. In recent years, social me-
dia and other forms of computer-mediated communication
have become a major platform for such socio-political dis-
courses, shifting the focus from a small number of actors
represented in mass media to a complex network of inter-
actions in which nearly everyone can participate.

At the same time, there is a rapid increase in the prevalence
of disinformation, toxicity, populism, and conspiracy theo-
ries — a phenomenon that is becoming a threat to democratic
societies worldwide. Social media platforms offer various
technological affordances for targeted manipulation of dis-
courses (e.g. via disinformation campaigns), and platforms
such as X and Truth Social even appear to be intended for
this very purpose. The “filter bubbles” and “echo cham-
bers” of social media networks create additional breeding
grounds for anti-democratic positions. At the time of writ-
ing, this development has already reached a point where a
successful disinformation campaign against a candidate for
the German supreme court orchestrated by far-right media
was echoed by prominent members of the clergy and the
ruling conservative party CDU/CSU.!

It is thus of great importance and urgency to analyse and
understand the discourses of populism and disinformation
in social media, and to find ways of bringing them under
control and fighting back. This endeavour requires an in-
terdisciplinary collaboration between natural language pro-
cessing (NLP), corpus linguistics, and the humanities and
social sciences — and it is an excellent opportunity for ex-
ploring the synergies between these fields.

Introduction

"https://www.tagesschau.de/kommentar/brosius- gersdorf-
122.html, https://www.tagesschau.de/inland/innenpolitik/brosius-
gersdorf-katholische-kirche-100.html, as well as https://www.lto.
de/recht/nachrichten/n/lto-dokumentiert-erklaerung-im-wortlaut
and  https://www.tagesschau.de/inland/innenpolitik/kloeckner-
gotthardt-nius-102.html
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This paper addresses the challenges of studying social me-
dia data with a combination of NLP and corpus-linguistic
techniques. It offers some suggestions for necessary
methodological and technological innovations, which can
make valuable contributions to both fields.

2. Challenges
2.1. Data Availability

For many years, Twitter was perhaps the best-studied social
media network in fields such as natural language process-
ing and computational social studies because researchers
had free and easy access to large amounts of Twitter data
(Mejova et al., 2015). Other popular social media plat-
forms for research into socio-political discourses include
Reddit (Blombach et al., 2020) and Telegram (Blombach et
al., 2025b), but data have also been collected from other
sources such as Facebook posts and user comments on
YouTube videos.

Recently, social media data have become much less acces-
sible, especially for academic research. Most prominently,
access to Twitter data has been shut down completely after
its acquisition by Elon Musk and the renaming to X. The
company has even taken drastic measures to prevent data
collection via Web client. Similar developments can be ob-
served for other social media platforms, too: for example,
Reddit has stopped offering data downloads via PushShift.”
In order to continue legitimate and much-needed research
e.g. into disinformation campaigns, a collaborative effort of
researchers will be needed in order to bring together exist-
ing data sets (Pfeffer et al., 2023).> While not optimal, such
historical data sets collected by various research groups
are still useful for understanding the general mechanisms
of anti-democratic discourses, especially with a combined
data set that covers a broader range of topics and actors.
For research into current topics, a massive worldwide col-
laboration of researchers might enable semi-automatic data
collection via personal user accounts.

“https://pushshift.io/signup

3A single research group may well possess more than 10 TiB
of Twitter data dumps, usually on specific topics that were of par-
ticular interest to the group.
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2.2. Linguistic Annotation & Normalisation

NLP research and applications rely increasingly on end-
to-end learning with large language models (LLMs) that
do not require explicit linguistic annotation of input texts
(such as dependency parsing, which used to serve as a ba-
sis for various information extraction tasks). LLMs have
also proven quite robust to spelling variation, non-standard
grammar, and other idiosyncrasies of social media data.
Corpus linguists, on the other hand, still work with tradi-
tional annotation levels such as part-of-speech (POS) tag-
ging and lemmatisation. These annotation levels are cru-
cial prerequisites for effective corpus queries and frequency
analysis, forming a meaningful unit of analysis that con-
nects automatic quantitative methods to hermeneutic inter-
pretation. As an example, consider the important role of
keywords and collocations in CADS studies.

Evaluation studies have shown that off-the-shelf automatic
annotation tools perform very poorly on non-standard data
from computer-mediated communication (CMC), and often
even on data from Web pages (Giesbrecht and Evert, 2009;
BeiBBwenger et al., 2016). Additionally, there is a lack of
tools for automatic normalisation of non-standard spellings,
which would simplify the formulation of corpus queries and
help to aggregate frequency counts across spelling variants.

2.3. Corpus Queries

Corpus queries often form the starting point of a corpus-
linguistic analysis, especially in concordancing tools such
as CQPweb (Hardie, 2012) and Sketch Engine (Kilgarriff
et al., 2014). In CADS, complex queries arise e.g. when
studying rhetoric, persuasion, or argumentation patterns,
where they provide a formalisation of linguistic hypothe-
ses that can also be used for automatic data mining (Dykes
et al., 2022; Dykes et al., 2024a).

Existing corpus query languages (CQLs) are designed to
express flexible lexico-grammatical patterns in a precise
formal notation. In most cases, they are either based on reg-
ular expressions (finite-state queries) or on tuples of anchor
points connected by structural relations (Evert et al., 2025).
Such CQLs are not very suitable for the challenges posed
by social media data and the needs of discourse analysis:

1. Typographic errors, creative spellings, and non-
standard grammar are difficult to capture with precise
formal queryies. Instead, some form of fuzzy match-
ing would be needed, both at the level of individual
tokens and at the level of token sequences. In many
cases, the desired patterns can only be approximated,
often by adding various heuristic filters to an initial
query in order to reduce the number of false positives.

2. Patterns of interest to CADS researchers often in-
volve semantic elements that are difficult to formalise
through lexical or structural constraints. Examples are
personal attacks in ad-hominem arguments (involv-
ing some kind of invective) or metaphorical expres-
sions from a particular source domain. An ideal CQL
would therefore need to support matching elements of
a query by semantic similarity.
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3. In many languages, relevant lexico-grammatical pat-
terns combine both surface sequences and long-
distance dependencies (e.g. a prepositional phrase
with its governing verb, noun, or adjective; or verbs
with separated particle in German). Current CQLSs are
geared towards either one (finite-state queries) or the
other (anchored queries) and fail to offer an effective
combination of both approaches.

2.4. Multimodal Discourses

Communication in social media is often multimodal, com-
bining text with images or video snippets, or even replacing
written text completely by video content e.g. on TikTok.
Multimodal posts take many different forms: Sometimes
one of the modalities is dominant (and a purely decorative
image can be ignored in a linguistic analysis without too
much loss). In other cases, the intended message is only
created through the interaction of text and image (the most
prototypical case being memes), or one modality modulates
the interpretation of the other (e.g. if the text creates a mis-
leading framing of an image or vice versa) (Primig et al.,
2023; Martinez Pandiani et al., 2025).

While there has been considerable work on studying large
collections of images in digital humanities and other fields,
often under the label of “distant viewing” (Arnold and
Tilton, 2023), no established methodology is available for
integrating these approaches into a corpus-linguistic analy-
sis. Nor are there suitable software tools for such research,
with concordancing software focused strongly on textual
content. Promising starting points for multimodal CADS
are multimodal language models for automatic labelling
of images beyond mere object recognition (Sharma et al.,
2023), as well as work in NLP e.g. on fake news detection
(Segura-Bedmar and Alonso-Bartolome, 2022).

2.5. Quantitative-Qualitative Integration

Effective analysis of large social media corpora (which can
easily scale up to billions of words) requires the use of
quantitative methods such as keywords and collocations,
topic models, semantic clustering, as well as many other
techniques. However, their results are just statistical sum-
maries of observable linguistic patterns. A human inter-
pretation and contextualisation is essential in order to gain
a deeper understanding of discursive positions, argumenta-
tion strategies, the underlying goals of different actors, etc.
in a CADS study.

So far, the combination of quantitative and qualitative as-
pects is almost always realised in the form of a unidirec-
tional process, which starts with a quantitative analysis that
operates without any human input (except for a few param-
eter settings). The human analyst then has to make sense of
the quantitative results, often through visualisations (with
the risk of an interpretation guided by aesthetic appraisal)
and aided by more or less systematic close reading of indi-
vidual examples (e.g. via a concordancing software). Cru-
cially, the human insights do not feed back into the quan-
titative analysis. The hermeneutic circle is only closed in
a very indirect manner by re-running analyses with differ-
ent algorithms or parameter settings, or by applying them
to a different data set. This severly limits the effectiveness



of quantitative algorithms in understanding complex social
media discourses.

3. What is Needed
3.1. Corpus Annotation Tools

Large-scale corpus studies of social media discourses de-
pend on the development of off-the-shelf annotation tools
for CMC content, especially for reliable POS tagging, lem-
matisation, and dependency parsing. Training and devel-
opment data sets are readily available in various languages.
For German, the EmpiriST 2.0 gold standard provides man-
ually annotated POS tags, normalisation, lemmatisation
and semantic tagging (Proisl et al., 2020).

Fine-tuning of LLMs should achieve good results even with
small amounts of training data, exploiting their robust-
ness against non-standard language and the large amount
of Web and CMC data in their pre-training corpora. In my
experience, simple HMM-based clustering (Brown et al.,
1992) can be very effective for detecting and normalising
spelling variants in large social media corpora (Owoputi et
al., 2013).

3.2. New Corpus Query Languages

I believe that new CQLs (and, of course, corresponding im-
plementations) need to be developed, with four essential
innovations:

1. Integrate the two main query paradigms of current
CQLs, namely finite-state queries for matching lexico-
grammatical surface patterns and anchored queries for
following dependency links and other structural rela-
tions (Evert et al., 2025, Ch. 4+5).

2. Conceptualise corpus queries as consecutive approxi-
mations, starting from a relatively general initial query
and adding heuristic filtering constraints until a suffi-
cient precision is obtained. This mirrors the process
followed by many corpus linguists and explicitly sup-
ported through subqueries and set operations in the
CQP query language (Evert and The CWB Develop-
ment Team, 2020).

3. Enable fuzzy matching at the level of token sequences
(e.g. by skipping extra tokens between query ele-
ments), linguistic annotation (e.g. by allowing certain
substitutions of POS tags), orthographic similarity (to
account for spelling variation), and semantic similarity
(ideally based on sophisticated LLM embeddings).

4. Extract frequency data tables directly via queries
(rather than just lists of query matches), which can
be much more efficient on large corpora and simpli-
fies the integration of queries with quantitative anal-
ysis (whereas in current practice, corpus queries are
mostly a starting point for concordance reading sepa-
rate from quantitative methods).

A sensible first step in the development of a new CQL is
to document its functionalities, syntax, and semantics in
the CQLF Ontology (Evert et al., 2020).* This enables a

*https://github.com/cqlf-ontology/
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direct comparison with other CQLs and invites comments
and suggestions from potential users. For the query imple-
mentation, the Ziggurat data model (which builds on and
extends the well-established tabular data format) provides
an excellent foundation (Evert and Hardie, 2015; Evert et
al., 2023).

3.3. Automatic Classification

CADS research would often benefit from automatic text
classification according to ad-hoc categories relevant to a
particular study. These might include metaphors, typical
linguistic features of disinformation, fallacious argumenta-
tion patterns, hedging and indirection, etc.

Approaches based on pre-trained LLMs can often achieve
satisfactory results with very small amounts of training
data. For example, a zero-shot learning approach has been
used successfully for the identification of conspiracy narra-
tives (Heinrich et al., 2024a; Blombach et al., 2025a). In
my research group, we are currently experimenting with
few-shot training for the automatic annotation of linguis-
tic and rhetorical characteristics of disinformation (Blom-
bach et al.,, 2025b). An alternative strategy is the high-
precision identification of argumentation patterns in social
media with corpus queries, which can then be used as train-
ing data for automatic classifiers with a more balanced
recall-precision trade-off (Dykes et al., 2024b).

3.4. A Framework for Digital Hermeneutics

A genuine integration of quantitative and qualitative ap-
proaches must ensure a bidirectional workflow, in which
human interpretation feeds back directly into the quanti-
tative analysis. There is an urgent need for research on
the necessary theoretical, methodological, and algorithmic
foundations, which I refer to as “digital hermeneutics”.

A first step towards digital hermeneutics for corpus-assisted
discourse studies is the recent MMDA approach (Heinrich
et al., 2024b; Heinrich and Evert, 2024). It operationalises
one part of the typical CADS interpretation process — the
manual grouping of collocates or keywords — as the forma-
tion of “discoursemes”, defined as minimal units of lexical
meaning in the context of a specific discourse. Constella-
tions of such discoursemes then indicate framings and dis-
cursive positions (consider e.g. a combination of the dis-
coursemes MIGRANT, FLOOD, and MENACE). Since dis-
coursemes are represented by sets of lexical items, they can
easily be identified in a corpus and used by quantitative al-
gorithms, e.g. to show temporal trends, to track the spread
of discursive positions across social media networks, or to
highlight discoursemes in concordance displays.

A second approach focuses on the algorithms that corpus
linguists use to organise concordance lines for interpreta-
tion. Off-the-shelf concordancing tools are often limited to
a relatively small set of traditional approaches such as sort-
ing alphabetically by left or right context, random shuffling
or thinning, and filtering by manually specified keywords
or typical collocates. The RC21 project® aims to integrate
algorithms more flexibly and more tightly into the concor-
dance reading process. Based on a mathematical taxonomy

>https://www.dhss.phil.fau.eu/research/reading-
concordances/
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rooted in five general strategies of organising concordances
(Selecting, Sorting, Ranking, Partitioning, and Clustering),
a wide range of algorithms can be implemented in a com-
mon framework and their application is documented in the
form of an analysis tree, ensuring reproducibility of the
concordance analysis.®

3.5. An Integrated CADS Platform

The ultimate goal, though, is the creation of an in integrated
online platform for CADS research that enables researchers
to develop collaborative analyses across multiple topics,
corpora, and languages. This platform should combine the
innovations I have suggested above with established con-
cordancing and CADS tools. A useful starting point could
be the Swiss-AL platform (Krasselt et al., 2021).” As a
first step, the MORCDA project aims for an experimental
integration of MMDA and innovative concordance reading
algorithms into Swiss-AL.8
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