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1 Introduction

Our approach follows the work of Eckle-Kohler (1999 who used a regular grammar to extract
lexicographic information from text corpora. We employ a system that all ows to improve her query-
based grammar espedally with resped to reall and spead without reducing accuracy. In contrast to
Eckle-Kohler (1999, we do not attempt to parse a whole sentence or phrase at once during the
extraction process but build complex structures incrementally. The intermediate results are annotated
in the corpus and used as input for foll owing iterations.* This concept enables us to accommodate new
aspeds guch as agreanent information and the use of annotated structures together with their features
(for partial parsing aswell asfor extraction purposes).

Our goal isto design atod that can be used with bath small and large @rpora. In addition to partial
syntactic analysis we provide queries (based on the parsing results) for an interactive use. Theideaisto
build upflat annotations of (maximal) syntactic constituents (noun phrases (NP), prepositi onal phrases
(PP, adjedival phrases (AP), adverbial phrases (AdvP) and verbal complexes (VC)) incrementally,
using a multi-pass algorithm. The dwunks/phrases alow embedding of chunks/phrases of other
categories aswell asreaursive eanbedding, but no PPattachment.

The incremental structure-building procedure enables us to analyse dunks/phrases independently of
their immediate mntext, i.e., even if we annot parse the whole sentence or phrase we might still parse
part of it. Analyses of complex chunks/phrases have to be exeauted only once the results being
annotated. Conseguently, even when dealing with very large @rpora, interactive queries and the
extraction processarerelatively fast. Besides, as features pedfying the character of chunks/phrasesare
annotated, structures having certain characteristic can be extracted easily and quickly.

We are also able to include agreement morphology in the process Thus, we @n ched the mntent of
chunks/phrases with resped to agreament features such as case, number, and gender. Agreement
information of chunks/phrases is disambiguated to the extent possble without guessng and added to
the structural mark-up.

2  Technical framework

Our tods are based on the IMS Corpus Workbench? (CWB). The CWB is an environment for storage
and querying of large @rpora with shallow annotations. Currently, the maximum size of a single
corpus can be approximately 300 milli on words, depending on number and type of annotation. The
CWB provides fast accessto corpora by using a separate lexicon and a full i ndex for each annotation
level. The data ae stored in a compact proprietary format, and compressed with spedali sed algorithms
(Huffmann coding for the token sequence and variable-length encodings for the indices).

The CWB was initially developed for corpora annotated at token level only (typically with part-of-
speet (PoS) and lemma values). Later, support for flat, non-overlapping structural annotation was
added (referred to as structural attributes). Since this mark-up was intended for the annotation of
document structure (e.g., sourcefil es, paragraphs, and sentences), theregions of structural attributesare
neither hierarchical nor do they allow reaursion. Besides, compresson algorithms are not necessary to
store therelatively small number of sentences, paragraphs, etc. in a corpus.

Queries can be spedfied in terms of regular expressons over tokens and their linguistic annotations,
using the Corpus Query Procesor component (CQP). In contrast to most CFG-based persers, the CQP
query language all ows complex expressons at the basic token level. These include regular expresson
matching of tokens and annotated strings (optionally ignoring case and/or diacritics), tests for

A similar approach was conducted by Steve Abney for English using a cascaded finite-state parser. (cf. Abney 1991 and 1999)
2 See Christ (1994) for an overview. More information on the IMS Corpus Workbench is available from

http://www.ims.uni-stuttgart.de/projekte/ CorpusWorkbench .



membership in user-specified word lists, and arbitrary Bodean expressons over feature-value pairs.
Additionally, “global constraints’ can be used to spedfy dependencies between arbitrary tokensin a
CQP query.

CQP includes a simple macro language, based on string replacement with interpolation of up to 10
arguments. The “body” of a macro (which is substituted for each macro “call” in a query) may contain
further (non-reaursive) macro invocations. Thus, complex queries can be broken down into small parts,
similar to the rules of a context-freegrammar. Macro definiti ons are loaded from text fil es and can be
modified at run-time.

The CWB includes support for set-valued annotations encoded as gring values using a speda
digunctive notation. This all ows treatment of agreement features, which is one of our improvements
over the work of Eckle-Kohler (1999. For example, all possble cmbinations of case, gender, and
number values a certain noun may have are stored as a single, set-valued annotation (a feature vector).
Unification of feature values (which is the basis of most complex grammar formalisms) is equivalent to
the (set-theoretic) intersedion of the crresponding feature vedors. Spedal operators based on regular
expressons are available to test for the presence of features (e.g. a noun phrase which might have
genitive @se) as well as the uniqueness of feature values (a noun phrase uniquely identified as
genitive).

We mnsidered a number of alternative approaches for the parsing stage aswell, in particular those for
which standard tods are avail able.

e Complex grammars (e.g., in the LFG or HPSG framework) can model the hierarchical
structure of language, and are well-suited for handling attachment ambiguiti es. Drawbacks
include dow parsing speed, lack of robustness dependence on an extensive lexicon as a
prerequisite, and the cmplex interactions between rules that complicate bath grammar
development and the adjustment to a particular domain seriously. Furthermore, complex
grammars usually return alarge number of possble analyses for each sentence which cannot
be stored and queried efficiently for large crpora. Thus, an additional, and probably rather
unrdiable disambiguation component or labour-intensive manual disambiguation would be
necessry.

e Context-freegrammars (CFGs) are modular (i.e. thereis littl e interaction between different
rules) and all ow for fast parsing. In most CFG-based systems, however, modelli ng agreement
and spedal (lexical) constructions requires large numbers of additional rules, which makes
grammars unwieldy and slows down the parsing process For the automatic analysis of large
amounts of text, further “robustness’ rules are neaded. Partial or full disambiguation of
agreament information is difficult to achieve.

e Probabili stic context-free grammars (PCFGs) extend the CFG formalism with a statistical
modd of lexical information such as subcategorisation frames and coll ocations. In contrast to
complex grammars, probabili stic “lexicon entries’ arelearned from theinput text and training
data without human intervention. PCFG-based parsersare slower than their CFG counterparts
and require a considerable amount of working memory for their large parameter sets. A
particular problem for PCFGs are marked constructions and other spedal cases, where the
parser aimost inevitably prefers a more frequent unmarked alternative. In general, PCFG
parsers perform a full disambiguation of agreement features involving guesswvork rather than
the partial disambiguation that we prefer.

To sum up, the advantages which led us to use the CWB as a framework for our tods are: (i) The
posshility to work with large corpora. After compresson, the surface forms and lexical annotations
(lemma, etc.) require approximately 30 bits/token of disk space whereas categorical annotations (PoS,
agreement features, etc.) require 10 bits/token or less (ii) CQP efficiently evaluates complex queries on
large corpora. Disk files are accessed diredly and do not have to be loaded into memory first. It isthis
feature which makes a multi-passalgorithm (in which CQP is frequently restarted in order to re-use
intermediate results;, seesedion 3 for details) feasible at all. (iii) The query language is modular and
alows easy treatment of spedal cases (using additional rules, word lists, or structural mark-up of
multiword entities). (iv) The same representation formalism and query language @n be used at the
parsing stage, for interactive querying of the final results, and for the extraction of lexical information.



3  General concept

The general concept of our approach isto combine two usually separate processs (seealso Figure 1):
(i) annotation of syntactic structures and (i) extraction of linguistic information. Central to our
approach isaset of hierarchical query macros. These macros srve basically two purposes: (i) they can
be used by an annotator tod to analyse syntactic structure and (ii) they can be interactively used to
extract linguistic information. In the first case, the results of the queries are annotated as gructural
mark-up in the @rpus, incrementally building up larger and larger structures. In the latter case, the
queries are used by a human user to extract linguistic information from the @rpus. For that purpose,
the queries use the structural mark-up the annotator tod constructed by means of the queries
themselves.
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Figure 1: general concept

The results of the extraction process(in the form of linguistic or lexicographic information) may then
be used either diredly by the user or they may be fed back into the queries to improve them. Useful
information for the latter are wordlists, subcategorization information, etc.. The annotator tod as well
as the human user can then use the refined queries to gptimise bath the annotation and the extraction
process

4  Theparser

The parser is a combination of Perl scripts and CQP queries applied in multiple passes. The results
produced by CQP are post-processed by Perl scripts. These scripts chedk the results with resped to
agreement and posshbly other criteria rgjeding inappropriate structures. The remaining structures are
then annotated in the crpus. This procedureis repeated several timesin order to build more and more
complex structures. The annotated results of previous geps are taken as additional input for further
steps. In general, there are two different types of passs: (i) aprimary “preparing” passthat is exeauted
only once and (ii) a secndary passthat is run several times (seeFigure 2).



Figure 2: the parsing process

In the primary pass simple non-recursive chunks/phrases are built. These chunks/phrases are mostly
syntactically and/or lexically special chunks, i.e. chunks/phrases that are either special with respect to
their distribution, their grammatical function, or their structure. Collecting and annotating these chunks
in a priminary step enables us to model these chunks/phrases independently of other chunk/phrase
rules, which considerably improves performance and speeds up the parsing process. The queries can be
adjusted to the special characteristics (Ilexical or structural) of the chunks/phrases. These features are
made accessible in the form of chunk annotations. Thus, in further steps these chunks/phrases may be
either treated as regular chunks or according to their special character.

The secondary pass congtitutes the main part of the parsing process. It is designed to run several times.
The number of runsis not predetermined. Currently, we run it three times, which seems to provide a
sufficient depth of embedding for most of the text in our corpora. Each iteration of the secondary pass
takes the annotated structural mark-up of all previous steps (primary or secondary) as input to build
more complex chunks/phrases.

The macro queries resemble the rules of a context free grammar (CFG), i.e, they state that
chunks/phrases may contain a specifier, certain embedded chunks/phrases (we do not distinguish
between modifiers and complements) and a head. Yet, in contrast to Eckle-Kohler (1999) and other
CFG approaches, the embedded chunks/phrases do not have to be re-analysed for every query but can
be accessed as structural mark-up (annotated in one of the previous steps). This makes it easier and
faster to query optional elements, optional coordination and the special el ements/chunks described
above (see Table 1 and Table 2 for details). Recursion, in this context, is simply the inclusion of
chunks/phrases of the same category that have been built in previous steps.

Chunks/phrases built in intermediate steps need not be the most complex structure possible, but are
annotated to serve asinput for further steps. Whenever alarger structureisfound, the Perl scriptsdelete
the smaller structure in favour of the new and more complex one. If the most complex structure of a
phrase is not found, because of tagging errors or lacks in the grammar rules or the lexicon, the
intermediate structures remain, and may, nevertheless, contribute to future extraction.

5 Grammar details

In the primary step special chunks/phrases are annotated along with features specifying their
characteristics. These chunks are identified using one or more of the following criteria: (i) PoS-tags
(multiword proper nouns), (ii) certain makersin the text itsalf such as brackets or quotes (terminol ogy,
multiword units), (iii) alexicon in the form of word lists or subcategorisation information (temporal
nouns, measure nouns, complex adjectival phrases), (iv) morpho-syntax (invariant or verbally derived
adjectives). The features annotated with adjectival phrases and noun phrases arelisted in Table 1 and
Table 2.



Annotation features of adjedival chunks/phrases

feature description examples

invar invariant adjedive Berliner Justiz; funfziger Jahre

vder verbally derived adjedive Beginnender Aufschwung tberzeugende
Antworten

meas AC/AP embedding a measure noun Heltar grof3 Meter langen

norm reguar AC/AP

quot AC/APin quotes “falsche”; “"allzu plétdich”

pp AP embedding a PPor year date von seiner Frau geborgten; schonvor Jahren
entdeckes

Table 1: annotation features of adjedival chunks/phrases

Annotation features of noun chunks/phrases

feature description examples

ne proper noun Walter Holm; MecKenburg-Vorpomnern

time temporal noun Mai, Feierabend

year year date 1999

meas measure noun Dollar Srafe; Hektar Pachtland

news news agencies LONDON (afp / rtr / AP)

address stred name and number | Musikantenweg 14 Museumsgasse 1

tel telephone numbers Tel. 23 33 25 odr 23 15 47

trunc nouns with truncs Schadenersatz- oder Schmerzensgeldanspruch;
Verantwortungs-, Sdidaritats-, Geredtigkeits-, Gleichheits-
und Freiheitsdenken

quot NC/NPin quotes “"Autoname Organisation”; “"United Democrats”

brac NC/NP in brackets (LKA); (Framingham Heart Sudy)

Table 2: annotation features of noun chunks/phrases

Beside of these lexical/structural features we have also annotated (partially) disambiguated agreement
features and the head lemma. Asin complex grammars such as LFG or HPSG, the dharacteristics of
the head projed to the cunk/phrase. Similarly, the characteristics of intermediate dunks projed to
larger chunksg/phrases with the same head. This projedion of features is made posshle by the use of
Perl scripts that copy annotated features from smaller to larger structures, modifying them where
necessry.

For instance, agreament disambiguation is performed in every intermediate step (where possble). The
partially disambiguated agreament features are annotated along with the dunk/phrase. Later
disambiguation steps use the annotated agreement features of relevant chunks/phrases (e.g., in the ase
of noun phrases, we use the agreement morphol ogy of the determiner, the anbedded adjedival phrases,
and the noun chunk containing the head). Thus, (partial) disambiguation for a certain set of words does
not have to be repeated.

A spedal method was chosen to ched the agreement of multiple APs embedded in a NP. Every AP is
annotated with a feature spedfying its suffix (more predsdly, thelast letter of the adjedive head, which
is extracted by a Perl script in the first pasg. All APs daring the same suffix are assumed to agreein
their morpho-syntactic features as well .> APs whose heads are invariant adjedives are ignored.

The chunks/phrases are built using relatively simple queries. A noun phrase, e.g., consists of anoun or
year date as head and only obligatory element, which may have truncated e ements (cf. Table 2). In
pre-head position there are optionally a determiner, a cardinal number and a (theoretically) unlimited
number of adjedival phrases. Cardinal numbers and adjedival phrases may be wardinated. Post-head
there are optionally an unlimited number of genitive NPs, plus a noun chunk in quotes and/or in
brackets:

das alkohdfreie Bier “ Kelts’
the nonalcohalic bea “Kdts’

3 The methodwas adopted from the German Gramotron gammar (cf. Schulte 2000).




den Namen “ Werner-Herr-Haus’
the name “Werner-Herr-Haus’

das Quartett “ Itchy Fingers”
the quartet “ltchy Fingers’

der Telefonnunmer 602316 (Herrn Borns)
the telephone number 602316 (of Mister Born)

The pre-head as well as the post-head dements have to ocaur in the given order, yet, they do not
depend on their predecesors. Table 3 gives agraphical overview of the noun phrase structure we use.

Elements of noun chunks/phrases

pre-head head post-head
optional | Determiner noun optional | genitive NC/NP
CARD* proper noun proper noun
adjedival phrases* NC in brackets
truncs* NC in guotes
year dates
Substitutive pronouns

*optional coordination

Table 3: elements of noun chunks/phrases

An adjedival phrase also has only one obligatory dement, its head, which is an attributive adjedive.
Optional pre-head elements are adverbial phrases, a modifying particle (allzu [grof¥er] (far too[big]);
2u [hokhen] (too [high])), and, in the ase of verbally derived adjedives or adjedives subcategorising
PPs, a prepositional phrase or a year date (see Table 4). A prepositional phrase simply consists of a
preposition asits head and an ohli gatory noun phrase (which may optionally be cordinated)

Elements of adjedival chunks/phrases
pre-head Head
optional | adverbial phrase Adjedive
modifying particle
optional | prepositional phrase verbally derived adjedive
year date or
adjedives subcategorising PPs

Table 4: elements of adjedival chunks/phrases

6 Evaluation

For evaluation purposes, we applied our parser to a 40-milli on-word newspaper corpus®. The @rpus
was preprocessed and part-of-speed tagged with standard tods (cf. Schmid 1995and Schill er 1996).
In order to reduce memory consumption during the parsing process the crpus was automatically split
into dices of approximately 500,000tokens. Each dli cewas encoded as a separate @rpus on which the
parser was run. The structural annotations of all dices were then recombined and annotated in the
original corpus.

The parsing process took 13.5 hours on astandard 933MHz Pentium 11l notebodk with 128 M Bytes of
RAM. This amounts to an average speed of 3 milli on words per hour. Processng speed varied across
different dices, with some dices taking almost twiceas long asthe “fastest” ones.

For a first quality assessment, we seleded 100sentences at random (excluding incomplete sentences
and sentences containing spelling mistakes) and manually annotated noun phrases acoording to the
extended chunk concept introduced in sedion 5. Unlike other manual annotation tasks, thereis littl e
ambiguity in the assgnment of noun phrase boundaries when PP attachment is excluded, and
agreament between the authors was easily reached.

* The Frankfurter Rundschau (FR) corpus from the ECI Multili ngual CD-ROM 1.
5 Including the splitti ng and recombination steps, but not including preprocessng and part-of-speed tagging.




We did not evaluate the agreement features assgned to the phrases because they are only partially
disambiguated and there is no guesswork on the side of the parser (any errorsin case assgnment etc.
are due dther to the morphological analysis or to tagging errors). For the same reason, other phrase
types (such as PPs or APs) were not evaluated. PP, for instance can easily be identified by the parser
oncethe crresponding NP has been found.

In the 100 test sentences, we found 477 noun phrases. Automatic parsing yielded 487NPs, of which
440 were true positives. This corresponds to a predsion of 90% (i.e. 90% of the NPs identified by the
parser were @rred) and arecall of 92% (i.e. 92% of the manually annotated NPs were also found by
parser).

Looking at the results in detail, two major factors account for the number of false positives and NPs
that were not found: tagging errors (e.g., the @lon : tagged as anoun) and proper houns that were not
corredly identified (e.g., Thomas Doll, where Doll was erroneously tagged as an adjedive). If we
corred such errors (which can easily be done using lists of proper nouns etc.), the number of false
positi ves drops from 47 to 13, and we ohtain predsion and recall values of 97% and 98%, respedively.

Anocther four of the @ght noun phrases that our parser still cannot identify contain adjedives with PP
complements. Fealing adjedive subcategorisation frames extracted from the annotated corpus back
into the parsing processwill thus further improve the results.

7  Extraction

As mentioned above macro queries may not only be used for annotation but also for extraction. For this
purpose they build on the results of the annotation process searching on structural mark-up that they
have produced before. In this case, the annotated features are an important knowledge source making
morpho-syntactic information and characteristics of the dwunks/phrases easily accessble. The
extraction processitsalf can be automatic or semi-automatic depending on the query, i.e., the results of
the queries may need manual cheding before they can be used for the different purposes (e.g.,
lexicographic or linguistic).

Interesting for the extraction processare, e.g., chunks/phrases enclosed in brackets or quotes. These
“structural” markers are relatively seaure signs of elements belonging together. Thus, the dements
enclosed can give hints regarding subcategorisation information of various kinds, but also with resped
to multiword units, idiomatic expressons and coll ocations. Multiword wnits, in particular multiword
proper nouns, sometimes ocaur in brackets or quotes, where they can be assembled seaurely. The same
holds for ablreviations of terms, which often occur in brackets preceled by the respedive term.

“T eenage Mutant Hero Turtles’

(FC Italia Frankfurt)

» Club Marienthaler Carnevali sten”

» Rocky Horror Picture Shav*
»Johann &auREnsemble Frankfurt”
(Sprecher Wolf Hardy Pulina)

» Arbeiter Samariter Bund'
Tedhnische UberwachungHessen (TUH)
Deutscher Aktienindex (Dax)
Daimler-Benz Inter Services (Debis)
Stickstoffdioxyd (NO2)

The annotation of structural mark-up can aso help to model sentence positions in which certain
elements occur without having to parse the whole sentence Thus, the information these positions
include @n be accessd, even if the parse of the whole sentenceis not succesdul. In the first position
of German main clauses, for example, which is referred to as Vorfeld within the framework of the
topological field modd (cf. Wdllstein-Leisten et al. 1997, only one mnstituent may occur. Adverbs
following NPs in this position can, consequently, be supposed to belong to the dass of post-noun
modifiers.

Das “ modernistische” Konzept hingegen lebt ...
The ,modernistic” concept however lives ...



Er selbst berichtet ...
He himsdf reports...

Die Rationditét alleineist ...
Therationality aloneis...

Herrn Frank personlich wiinsche ...
Mister Frank personally wishes ...

Das Volk indesen lasg ...
The people meanwhilelet ....

It is also possble to overgenerate cetain structures, annotating them only temporarily in the @rpus. If
they are not embedded in a larger construction or prove to be @rred in another way, they may be
deleted again, otherwise they remain annotated in the corpus. Due to this posshility, structures can be
annotated that would nead subcategorisation information not avail ablein the lexicon. These structures
can than be queried and taken as evidence for certain subcategorisation frames. An example are
adjedives subcategorising PPs that can build complex adjedival phrases with the respedive PP. In this
case, we overgenerate APs allowing all adjedivesintermediately to build complex APswith preceding
PPs or year dates. The APs are deleted again, unless they are embedded in a NP after the last
annotation step, i.e., they are precaled by a cardinal number or determiner bel onging to the head noun
of the NP.

Einem auf die Betreuung Aidskranker spezialisierten Saialarbeiter
A on the @re of people suffering from aids gedali sed social worker
“A social worker spedalising in the cre of people suffering from aids”

Der fir chinesische Verhéltnisse kleinen 20 000Einwohner zéhlenden Sadt
Thefor Chinese standards small 20 000inhabitant having city
“The dty with 20 000inhabitants, a small city by Chinese standards’

Die dafir erforderlichen 300 000Mark
Thefor this needed 300 000Marks
“The 300 000Marks neaded for this’

Diefur eine Aufrufung des Rates notwendigen 60 Abgeordneten
Thefor asummoning of the council necessary 60 del egates
“The 60 dHegates necessary to summon the @uncil”
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